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A Princeton Instruments PI-LCX 1300 charge-coupled device (CCD) camera used for X-ray spectrum
measurements in laser-plasma experiments is calibrated using three radioactive sources and investigated
with the Monte Carlo code Geant4. The exposure level is controlled to make the CCD work in single
photon counting mode. A summation algorithm for obtaining accurate X-ray spectra is developed to
reconstruct the X-ray spectra, and the results show that the developed algorithm effectively reduces the
low-energy tail caused by split pixel events. The obtained CCD energy response shows good linearity. The
detection efficiency curves from both Monte Carlo simulations and the manufacturer agree well with the
experimental results. This consistency demonstrates that event losses in charge collection processes are
negligible when the developed summation algorithm of split pixel events is employed.
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Laser-driven X-rays have attracted much interest be-
cause of the rapid development of ultra-intense laser-
matter interaction[1−6]. Laser-produced X-rays, such
as mono-energetic K lines[1] and continuous emission
(bremsstrahlung and betatron)[3], have recently been
extensively investigated. These X-rays are important in
both fundamental and applied studies. K lines generated
in ultra-intense laser-solid interactions facilitate the un-
derstanding of laser-plasma interactions[7,8] and can also
be used as the backlighter for laser fusion studies[9]. Con-
sidered a novel X-ray source, the betatron X-ray emission
from laser wake field acceleration has various poten-
tial applications, including contrast X-ray imaging[10].
Therefore, accurate spectrum measurements of these
laser-produced X-rays are very important for their char-
acterization. Charge-coupled devices (CCD) operated in
single-photon counting mode have been widely applied
in the characterization of laser-produced X-rays[11−14].
Analysis of data obtained from these devices is more
straightforward compared with other spectrometers, e.g.
crystal spectrometers[15,16].

In single-photon counting mode, the X-ray flux is at-
tenuated to limit the exposure level to approximately one
detected photon per 100 pixels. The readout count value
of each pixel is proportional to the energy deposited
by incident X-ray photons. Therefore, a histogram of
the pixel value reproduces the incident X-ray spectrum.
Prior to its application in laser-plasma experiments, the
single-photon counting CCD should be thoroughly cal-
ibrated, including the energy response and detection
efficiency, with standard X-ray sources (usually radioac-
tive sources)[17]. Previous studies have reported the
so-called split pixel event, in which the electron cloud

generated by one incident X-ray photon spreads over
several neighboring pixels[12,17]. Thus, an accurate al-
gorithm is required to obtain the sum of the values of
neighboring pixels that is proportional to the energy de-
posited by the incident photon.

In this letter, a CCD (PI-LCX 1300, Princeton In-
struments, SA) with the measurement range from 2 to
30 keV was calibrated using three radioactive sources in
the China National Institute of Metrology. We also sim-
ulated the X-ray photon transport in CCD chips using
the Monte Carlo (MC) code Geant4[18]. A histogram
algorithm was developed to reconstruct the X-ray spec-
trum, and the energy response and detection efficiency
are consequently quantified. The obtained calibration
results ensured accurate measurements in the X-ray ex-
periments on the XingGuang-III laser facility at the
China Academy of Engineering Physics.

The calibrated CCD has a 1340×1300 pixel array,
pixel size of 20 × 20 (µm), and a 50-µm-deep depletion
region. A 250-µm-thick beryllium (Be) in the front vac-
uum, which seals the unit for deep cooling, protects the
CCD and reduces background by filtering low-energy X-
rays. Three radioactive sources, namely, 55Fe (5.89 keV),
241Am (3.3, 13.95, and 17.54 keV), and 109Cd (3.1, 22.16,
and 24.9 keV) with activities of 65.4 ± 2.0, 53.5 ± 0.6,
and 60.9 ± 1.1 kBq, respectively, were used to generate
X-rays from 2 to 30 keV. One or more X-ray emission
lines of each source were used. The exposure level was
controlled by varying the integration time and the dis-
tance between the source and the CCD.

MC code Geant4 was used to simulate the X-ray trans-
port in the CCD chips to obtain the energy deposi-
tion spectrum of incident X-ray photons from which the
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Fig. 1. (Color online) MC simulation model in Geant4 code.

Fig. 2. Raw image from one CCD acquisition.

detection efficiency can be estimated. The simulation ge-
ometry model has a Si layer (20 × 20 × 50 (µm)) with
a Be window (20 × 20 × 250 (µm)) in front that is set
in the vacuum simulation environment (Fig. 1). X-ray
photons (primary particles) are normally incident on the
Be window. The deposited energy in the Si layer in each
simulation event was recorded, and the histogram of the
deposited energy served as the energy deposition spec-
trum corresponding to the spectrum measured in the ac-
tual experiment.

When the energy of an X-ray photon is deposited on the
CCD chip, the charge cloud generated may be collected
by a single pixel (single pixel event) or spread over sev-
eral adjacent pixels (split pixel event). The latter occurs
when an X-ray photon hits a pixel near its boundary. In
addition, the so-called partial event phenomenon occurs
when the X-rays hit the field-free region of the CCD ar-
ray, wherein the charge cloud may not be collected com-
pletely, thereby causing a charge loss. A typical raw im-
age obtained from one CCD acquisition experiment, from
which single pixel events can be easily distinguished from
split events, is shown in Fig. 2.

An algorithm was developed to treat the split pixel
events to obtain a high-quality X-ray spectrum[19]. In
this algorithm, a threshold, below which the pixel con-
tent was considered to be zero, was set to reduce the influ-
ence of thermal and electronic noise on the reconstructed
spectra. A 3σ value of the raw histogram of a frame con-
taining no signal (a noise histogram) was chosen as the
threshold value, where σ is the standard deviation of the
histogram. We first extracted the single pixel events and
set the pixel value of these pixels to zero. Then, we ob-
tained the sum of the pixel values of the two-, three-, four-
, and multi-pixel (up to 15×15) events sequentially. The
summed value of the multi-pixel events may be around
1, 2, 3 . . . times of the single pixel event, since the pile-
up events can occur in the summation processes. If the

summed pixel value is around once of the single pixel
event, then it is a split event of one photon. If the value
is around twice the single pixel event, then it is a split
event of two photons. Additionally, we accumulated two
events at the location of the summed-pixel-value/2 in the
spectrum. When the summed pixel value was around n
times of the single pixel event, we considered this pixel
event similar to the other events. Through this process,
the split pixel events were well summed up, and their
contribution to the spectrum was fully considered.

The reconstructed spectrum and raw histogram of X-
rays emitted from 55Fe are shown in Fig. 3. The raw
spectrum has a large number of low-energy deposition
events caused by the charge spread to more than one pixel
(split pixel events). After correction using the developed
summation algorithm, the low-energy events disappear in
the reconstructed spectrum (blue line in Fig. 3), which
contains both the single and split pixel events, and the
number of events in the peak increase. Thus, the sig-
nal/noise ratio of the spectrum is enhanced. The devel-
oped algorithm adds the pile-up events to the main line
in the reconstructed spectrum, so no pile-up event peak is
observed in Fig. 3. This treatment is different from that
in Ref. [12], in which a so-called cluster reconstruction-
type algorithm was adopted to clearly define the two-
photon region (the pile-up peak still exists). In principle,
the reconstructed spectrum has a lower energy resolution
than the spectrum containing single pixel events only be-
cause of the high reading noise from several pixels. Given
the low-energy resolution, the escape peaks of the Si K
line and the Mn Kβ line are not obvious in the recon-
structed spectrum.

Fig. 3. (Color online) Raw histogram (red line) and recon-
structed spectrum (blue line), including both single and split
pixel events.

Fig. 4. Energy spectrum of 5.89-keV photon obtained by MC
simulation.
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The 55Fe (5.89 keV) X-ray spectrum from the MC sim-
ulation is shown in Fig. 4. The spectrum is not broad-
ened because of an unknown energy resolution function
with photon energy. In addition to the photoelectric
peak, the K line escape peaks of the Si element can also
be observed. In the detection efficiency calculation, the
number of detected photons is given by the counts con-
tained in the photoelectric peak.

Seven X-ray lines from the radioactive sources men-
tioned above were used to obtain the CCD energy re-
sponse. The results are shown in Fig. 5, in which the
photon energy is observed to scale linearly with the CCD
counts (readout pixel value). The counts for each energy
point are determined to be the central value at the main
peak in their respective energy spectra. A CCD pixel
produces a count for every 8.1 eV of deposited energy.
Therefore, for an unknown X-ray photon emitted from
intense laser-plasma interactions, its energy can be de-
termined according to the scaling shown in Fig. 5.

The detection efficiency of the CCD is

η =
Np

N0
× 100%, (1)

where Np is the number of detected photons, and N0 is
the total number of photons incident on the CCD plane.
In the experiments and simulations, Np represents the
event counts located in the main lines of the photon spec-
tra, and the number of incident photons in the experi-
ments can be calculated by

N0 = At
Ω

4π
IT, (2)

where A is the source activity, t is the exposure time, Ω
is the solid angle subtended by the CCD chip, I is the
photon emission probability in one decay event of the ra-
dioactive source, and T is the transmission through the
air. The source-to-CCD distance, which determines the
solid angle subtended by the CCD chip, was 74.3±2.0 mm
in all experiments. The exposure time for the 55 Fe source
was 60.0±2.0 and 90.0±2.0 s for the 241 Am and 109 Cd
source, considering the low detection efficiency of the
high energy X-rays from the latter two sources.

The detection efficiency curves of the PI-LCX 1300
CCD is shown in Fig. 6. The MC simulation results
and the data provided by the manufacturer are also pre-
sented, both of which agree well with the experimental

Fig. 5. Readout counts of the CCD versus photon energy.
The fitted line gives 8.1 eV/count.

Fig. 6. (Color online) Detection efficiency versus X-ray pho-
ton energy.

results. From the MC simulation using Geant4 code, only
the energy deposition is obtained, and it does not in-
clude the pair creation and charge collection process. In
the experiments, the produced electron charges may not
be collected completely, which may cause event losses
in photoelectric peaks, resulting in decreased detection
efficiency. However, the agreement between the simula-
tion and experimental results indicates that event losses
in charge collection processes are negligible when the de-
veloped summation algorithm is used.

As shown in Fig. 6, a peak in the detection efficiency
curve can be observed, which is due to the Be window in
front of the CCD chip. This phenomenon is caused by the
absorption of the Be window of the low-energy photons,
whereas the high-energy photons penetrate both the Be
and the Si layers.

The CCD simulation results are consistent with the
data from the specification provided by the manufac-
turer, except in the low-energy range (< 4 keV), in which
the simulation results are slightly higher than the results
presented by the manufacturer. Additional simulations
indicate that this discrepancy is due to the simulation
of the X-ray absorption in a vacuum environment in the
present study, whereas the manufacturer may have con-
sidered the X-ray absorption in air.

In conclusion, we calibrate and simulate a PI-LCX
1300 CCD that is used for X-ray measurements in ultra-
intense laser-plasma experiments. The CCD is operated
in single-photon counting mode by controlling the expo-
sure level. The developed algorithm serves as an appro-
priate method for improving the X-ray spectrum. The
energy response and detection efficiency of the CCD were
obtained. The results provide basic information for the
absolute determination of laser-produced X-rays on the
XingGuang-III laser facility at the China Academy of
Engineering Physics.
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